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Making incidents suck less
10 battle-tested tips 



• Setting up processes 

• Defining key information 

• Communicating well

What we’ll cover

Credit: Someecards.com



INCIDENTS ARE COSTLY AND STRESSFUL



WITH THE RIGHT TOOLS & PROCESSES, 
INCIDENTS CAN SUCK LESS 



• Assume nothing 

• Define everything 

• Talk about the obvious 

• Over-communicate

1. Get on the same page 



2. Define key terms



Something’s on fire… 

Examples include priority, impact, 
urgency, reported to, and assigned to. 

Secondary examples include time to 
first response, time to resolution, time 
incident began, time incident closed, 
components, services, and many 
more. 

3. Capture and identify key fields 



4. Define & socialize SLAs & priorities



“Everything starts and ends 
with processes and 
expectations you set for 
communications. One of the 
best changes we made was 
adding an SLA for the time 
we expect a technician to 
communicate back to the 
customer.” 
Michael Marques  
ITIL-certified ITSM Incident Manager 

4. Define & socialize SLAs & priorities



• Don’t overcomplicate or over-customize  

• Determine if alert priority and incident 
priority should match 

• Define which parameters change an “alert” 
to an “incident” 

• Put failsafes in place to prevent “false 
incidents” 

5. Outline workflows & status changes



“When we changed our ITSM system a few 
years ago, instead of changing the way 
everyone works and leveraging what the 
tool had in place, we customized the new 
system as much as we did the old system.  
There is no end to the headaches this 
causes. If you’re just starting, I would stay 
away from overly complicated 
customizations — use what’s there to the 
best of your ability.” 
Michael Marques  
ITIL-certified ITSM Incident Manager 

5. Outline workflows & status changes



Questions to ask yourself for both internal & external 
communication 

• What channel(s) will be used for communication?  

• What does effective communication look like?  

• Have expectations been set and clearly 
communicated?  

• Is the chosen style and method of communication 
building trust? 

6. Communicate well 



Includes:  

✓   Time & date  

✓   Description of problem 

✓   When next update is coming 

✓   Where to go with questions  

No but really, communicate well



“Let the responders do their 
incident-related jobs. 
Responding to frantic 
managers and customers AND 
trying to fix something takes 
more time than just working on 
the problem.” 
Patricia Francezi  
Jira Admin Service Manager,  
Community Leader

7. Define incident response roles



“Plan for the disasters. Test the 
plans. Assume the worst will 
happen. Don’t panic. ” 
 
Matt Doar  
Senior Jira Administrator, Community Leader

8. Practice & reflect 



Socialize both internally and externally to 
stakeholders. Process and expectations 
mean nothing if they aren’t well-known.  

Make expectations clear to responders, 
stakeholders, and leadership. 

9. Socialize the processes & expectations



CREDIT: SARAH JANE VICKERY 

10. Celebrate the good 

CREDIT: SARAH JANE VICKERY 



1.   Get on the same page 

2.  Define key terms 

3.  Capture and identify key fields 

4.  Define and socialize SLAs 

5.  Outline workflow and status changes

Parting wisdom 



6.  Communicate; i.e., over-communicate 

7.   Define incident response roles 

8.   Practice & reflect 

9.   Socialize processes & expectations 

10. Celebrate wins

Parting wisdom 



Full guide at atlassian.com/whitepapers/ 
incident-management-guide


